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Introduction

• GRBs are the most energetic and very frequent (more or less 
once a day) astrophysical events in our Universe. 

• Short GRBs (< 2 sec): merger of NS-NS or NS-BH binaries 

• Long GRBs (> 2 sec): stellar collapse of massive star   

• In particular, the progenitors of short GRBs are also 
considered as one of the most promising source of 
gravitational-waves (GWs). 

• We consider application of a machine learning algorithm 
(MLA), the Artificial Neural Networks (ANN) to improve the 
performance on data classification in the CBC-GRB search.
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Artificial Neural Networks

• Mimicking the biological neural system in order to make a decision based 
on a complex combination between neurons (nodes), their network 
structures (node topology), and some environmental conditions (data) 
from outside. 

• In this study, we use the Fast Artificial Neural Network (FANN) library 
(http://leenissen.dk/fann/wp)
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Test Short GRB
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Trigger Generation

• The coherent search pipeline generates following triggers 

• On-source triggers, Off-source triggers, and Software 
injection triggers (NS-BH & NS-NS) 
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• We use the off-source triggers as background samples (class 
0) and the software injection triggers as signal samples (class 
1) for training ANN.
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Features

• Triggers generated by the coherent search pipeline contain 
physical quantities tabulated in following table. 
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• We take them as features for ANN.
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Training & Evaluation

• Training ANN with training samples of 12 features 

• determines a set of connection weights, wij and wik, 
between each nodes in input, hidden, and output layers. 
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• Evaluating test samples using determined connection weights 

• gives ranks on each test sample. 

• 0 ≤ rank ≤ 1

7

wij

wjk

xi xj

xk



Training & Evaluation

• Procedure: We take 9/10 of whole available samples as 
training samples and 1/10 of them as test samples. 

• We repeat above procedure 100 times. 

• Training 

• MSE (Mean Squared Error) for the training is not 
sufficiently small: observed MSE ~= 0.06-0.08. 

!

• Training limit of ANN for the data of a test GRB 

• Each run results in a different set of connection weights: 
noticeable variance in 100 runs.
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Training & Evaluation

• Evaluation 

• Using the connection weights determined in the training 
procedure, we evaluate ranks of test samples. 

• The evaluated ranks are found to have noticeable 
variance in 100 runs. 

!

!

!

• The variance in ranks is attributed to the variance in 
connection weights.
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Reduction of Variance: 
Trial I. Averaged Ranks

• We average ranks scored on a sample from 100 runs and 
draw ROC curves with calculating the efficiency and false 
alarm probability (FAP). 
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• With averaged ranks, the variance in ranks 
is significantly reduced and it is represented 
in the ROC curves!
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Reduction of Variance: 
Trial II. Maximum Likelihood Ratio

• Likelihood ratio is the ratio between the probability of correctly 
finding a signal given existence of signal and the probability of 
incorrectly finding a signal given that only noise exists in the 
data. 

• We calculate the likelihood ratios for each sample of each run 
and take the maximum of them as a representative value. 
Then we use it as a new rank of each sample. (Biswas et al., 
PRD 88, 062003 (2013) and Biswas et al., PRD 85, 122009 
(2012))
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• With the maximum likelihood ratios, we can get comparable 
performance against the conventional method!

ROC Curves with  
Maximum Likelihood Ratios
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• With 24 on-source triggers

Evaluation of On-Source Triggers 
with Maximum Likelihood Ratio
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Conclusion

• We demonstrate a search for inspiral GW signals related to a short 
GRB by using the ANNs. 

• For the input data for the MLAs, we use triggers generated by 
applying the coherent search pipeline to S5/VSR1 data, in 
specific, related to a short GRB, 070714B. 

• We used the maximum likelihood ratio or averaged rank-value 
methods for each sample in order to reduce the statistical variance. 

• With averaged ranks, we could see clearly reduced variance. 

• With the maximum likelihood ratio, we could see comparable 
performance in data classification against the conventional 
method.
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Conclusion

• We evaluated on-source triggers and calculated their FAPs based 
on the maximum likelihood ratios of background samples. 

• The FAP of the loudest on-source trigger (the largest likelihood 
ratio) is consistent with background noise (no GW signal). 

• We get consistent result comparing with the previous S5/VSR1  
CBC-GRB search. 

• In order to improve search performance, we may consider feature 
selection methods.
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Thank you for  
your attention!


